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ABSTRACT

This article examines the possibility of solving the opacity of algorithms through patent law. The opacity of algorithms necessitated attempts at making it more transparent and preventing intentional secrecy, breach of privacy, discriminatory and biased decisions attributed to it, etc. As part of intellectual property rights, patent protection can solve or minimize these issues. The article first looks at algorithms’ meaning, the associated issues, and the patentability of algorithms under European laws, the USA, and Asia. Artificial intelligence (AI) and its algorithms are primarily protected under trade secrets. However, protection under trade secrets amplifies this lack of transparency by allowing for the non-disclosure of how an algorithm operates, making it more difficult to solve the problems identified with algorithms. Instead, this article offers the option of patenting as a better alternative, not just as means to solving the issues associated with an algorithm, but as means to promote invention and innovation.
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A. Introduction

The Internet has been described as a necessary evil and even though it may have negative impacts on our lives, we have been so entangled with it to the extent that one cannot possibly live in a civilized society without the use of the Internet. And so, from the time the Internet was commercialized in the late 1980s by the Advanced Research Projects Agency Network (ARPANET), virtually all known human activity has been linked to the Internet.

Just like any other aspect of the Internet, algorithms have also raised...
concerns. Government authorities now make decisions based on an algorithm; decisions that were previously based on human reflection are now taken automatically. In a fraction of a second, the software encodes thousands of rules and instructions,⁴ businesses now advertise products based on a customer’s previous purchases; Google searches are products of an algorithm, a person is placed on a no-fly list without knowing why,⁵ and federal benefits are denied to a single mother algorithmically even when it is not supposed to be so,⁶ etc. Just like God, nobody can fully understand how algorithms work.⁷ According to Frank Pasquale, this calls for concern⁸ as it has begun to have real-world consequences.⁹ He further explained that “hidden algorithm can make or ruin a reputation, decide the destiny of entrepreneurs, or even devastate an entire economy.”¹⁰ To this end, there is a need for the government to regulate cyberspace.¹¹

As a product of intellectual exercise, arguments have arisen about what type of intellectual property protection should be given to algorithms. Again, different jurisdictions give different algorithm protection depending on the legal system, but more importantly, the protections are subject to special requirements different from other inventions. For the traditional patent, the invention must be susceptible to industrial application, that is to say, the invention must be something that can be used in some kind of industry.¹² But for the patentability of algorithms, requirements like “a useful, concrete and tangible result”,¹³ “not

---

⁸ Ibid.
¹¹ Although an earlier attempt by the US Government to control communication via the Internet (by promulgating the Telecommunications Act of 1996, which sought for the first time the inclusion of the Internet in broadcasting and spectrum allotment (see section 301thereof)), met with resistance which even led to the famous “Declaration of the Independence of Cyberspace” by John Perry Barlow. See John Perry Barlow, “Declaration of the Independence of Cyberspace”, Electronic Frontier Foundation, (1996) https://www.eff.org/cyberspace-independence (accessed May 29, 2021). See also the case of Bernstein v United States; No C-95-0582 MHP (ND Cal filed February 21, 1995), where, in a legal action Dr Daniel Bernstein sought the court to declare unconstitutional provisions of the US policy preventing him from publishing, discussing publicly or circulating a scientific paper; algorithm, or computer program in the field of cryptology.
¹³ State Street Bank and Trust Company v Signature Financial Group, Inc, 149 F 3d 1368 (Fed Cir 1998); AT&T Corp v Excel Communications, Inc, 172 F 3d 1352 (The United States Federal Cir 1999).
merely an abstract mathematical process”\textsuperscript{14} and “technical purpose”\textsuperscript{15} was introduced to underscore the fact that patent law does not unnecessarily inhibit inventions. In Europe, programs for computers or software are expressly excluded from protection,\textsuperscript{16} but recent judicial interpretations have relaxed this rule to incorporate that for programs for computers to be eligible for patent protection, they must serve a technical purpose.\textsuperscript{17} This article will first examine algorithms, how they work, and the issues they raise. Furthermore, it examines the concept of patent and eligibility for a patent, and finally, the patentability of algorithms in the US, EU, and Asia (specifically China and Indonesia). It concludes with the suggestion that since patent, unlike trade secrets, allows for full disclosure before it is granted, countries should allow the patenting of algorithms without strict conditions to make the algorithm transparent.

B. Research Method

At the core of this article is the analysis of algorithm and how it affects lives. It also proffers the solution to the transparency issues through patent protection. In the first instance, the doctrinal research is used to explain present legal protection granted to algorithm and decisions of courts. This type of research method asks what law governs a particular issue and the development and application of the law.\textsuperscript{18} The primary aim of this method, also called the library-based approach, is to make specific inquiries in order to identify existing problems.\textsuperscript{19} The article looks at software patents in the US, EU, and Asia (specifically China and Indonesia) and the eligibility requirements using this research method.

C. Discussion

1. Understanding Algorithms.

Defining what an algorithm is has presented some problems since it can only be adequately specified in the context of programming language.\textsuperscript{20} Even though it is challenging to define algorithms, they are real mathematical objects that can be represented.\textsuperscript{21} A hidden algorithm has been defined as “an
information processing method, a step-by-step process that turns a certain set of data into something else—perhaps a smaller, filtered set of data, a result that is more useful than the original for the algorithm user. The classical meaning of an algorithm is that the device is a list of instructions that leads its user to a specific response or output based on the available data.

a. How algorithm operates.

An algorithm works by collecting data about a person over some time and using the same to make predictions. This process has been described much better by Betsy Anne Williams and others thus:

When traces of people’s lives are recorded as “data,” and pieced together into “big data,” the resulting mesh is densely packed with correlations—personal characteristics that tend to show up together. These patterns can exist within a single person’s data, revealing themselves as autocorrelations, when a single aspect of a person’s life is measured repeatedly over time (e.g., last year’s income helps predict this year’s income).

This collection of data is called big data, which could be defined as “datasets beyond the scale of a typical database, which are held and analysed using computer algorithms” and since no one fully understands how these datasets are analysed, it has been described as a black box. The underlining here is the issue of secrecy.

b. Issues Associated with Algorithmic Decisions.

In this part, the article looks at some of the issues associated with algorithmic decisions that could be said to be part of the general secrecy or transparency concerns regarding algorithms.

1) Internet discrimination

Algorithmic activities, in many cases, have shown that they could be discriminatory. Skewed information, false rationale or simply the preferences of their software engineers mean that algorithms and other artificial intelligence very effectively imitate and even enhance

---

human prejudice. In the US, the judicial system has developed to the extent that judges now depend on the outcome of algorithms to determine if an offender should be convicted or not. In the case of State v Loomis the US Supreme court, while relying on COMPAS, an algorithm used by the US courts which predicts the likelihood of an offender committing another offense, held that “if used properly with an awareness of the limitations and cautions, a circuits court’s consideration of a COMPAS risk assessment sentencing does not violate a defendant’s right to due process.”

In research conducted by Jeff Larson and others, COMPAS was discovered to be racially biased. According to the analysis, the system predicts that black defendants present a greater risk of offense recurrence than white defendants. But this is not so as both the commission of offenses and reoffending go beyond colour. These issues of discrimination form part of the transparency paradox associated with algorithms.

Instances can be given where the search for black-sounding names produces ads that suggest arrest records instead of the actual thing being searched. There is also discrimination based on Google ads searches. In research recently carried out, it was found that Google’s algorithm targeted ads, show ads for jobs that pay more to men than they show to women. It is suggested that this may be a result of what women usually search for on the Internet, which makes algorithms filter results to suit the

---

29 State v Loomis 88 NW2d 749, 770 (Wisconsin Supreme Court, United States of America 2016).
30 Ibid.
32 Timothy Revell, “Algorithms that Change Lives should be Trialled like New Drugs”, New Scientist (2018) https://www.newscientist.com/article/2158755-algorithms-that-change-lives-should-be-trialled-like-new-drugs/ (accessed May 29, 2022). (The writer found out that when it comes to predicting accurately who is likely to commit another offence, it is generally random, untrained people on the Internet, and not necessarily black defendants).
datasets that a particular algorithm holds about a woman.\textsuperscript{37}

2) Algorithm and its Threats to Identity.

Inasmuch as big data identifies, it also threatens identity.\textsuperscript{38} Identity is about our privacy, making choices, and electing what to buy or not to buy – an instinctive desire over our being.\textsuperscript{39} With the continued reliance on big data and algorithms, the pooled data on what we buy, whom we chat with, what we search online, etc., threaten our right to privacy. The companies that control these data may end up knowing us more than we do ourselves and would eventually control, against our will, what we should do and where to go.\textsuperscript{40} In other words, they can modify our behavior.\textsuperscript{41}

The fear of how these companies manage our personal data was manifested when Cambridge Analytica harvested the profile data of millions of Facebook users for political gains without their consent.\textsuperscript{42} This event led many people to become more aware of how vulnerable they could be in an algorithm-controlled age.\textsuperscript{43}

3) Financial and Price Algorithm – the Wall Street Experience

Algorithms that help investors analyze and buy or sell stocks and other instruments have been created. The experience of the Wall Street where shares crashed has been attributed partly to the effect of algorithms.\textsuperscript{44} Also, the flash crash of the British Pound in 2016 was attributed to ‘software gone haywire’,\textsuperscript{45} as the trading machine was accused of overacting “to tweets about the French president’s comments on Brexit”.\textsuperscript{46} These events show that overreliance on algorithms may lead to financial trading without real value for the money.

A corollary to this is the issue of price discrimination. Online sellers and service providers have been found to discriminate


\textsuperscript{39} ibid; see also Julie E Cohen, “What Privacy is for”, HARV L REV 126 (2013), 1904, 1906.


\textsuperscript{43} ibid.


\textsuperscript{46} ibid.
prices by geographic location and time of the day. This form of discrimination is based on consumers’ willingness to pay.

4) Algorithm and Faulty Decisions by Government.

Some governmental decisions are based on algorithms, and this, on some occasions, has resulted in some faulty decisions. Because of the opacity of automated decisions, nobody questions this, as people even hardly understand the variables considered by the machine before arriving at a decision. This leads to the question of accountability and transparency. Due to the rise in terrorism and the need to combat it, governments now rely on face recognition algorithms to determine whom to allow in a country. The “No Fly” list by the US government has been reported to erroneously label up to 1,500 innocent travelers as terrorists. A single mother was reported to have been erroneously denied federal benefits buttressing the point that automated systems also make incorrect judgments that escape judicial review.

Automation threatens due process values, falsifies central administrative law assumptions and reduces transparency in policymaking. In the next section, this article looks at existing attempts at curtailing some of these concerns regarding algorithms different from patent protection.

2. Existing Solution to the Opacity of Algorithm

a. Transparency and Accountability of Data

Big data is meant to make the world easier and more transparent, but its mining is invisible, opaque, and shrouded in a series of physical, legal and privacy design. To curb these concerns, there should be algorithmic transparency and accountability.

While algorithmic transparency means that the algorithmic inputs and the use of the algorithm itself must be known but not necessarily fair, algorithmic accountability means that organizations using algorithms must be responsible for the decisions taken by these algorithms.

48 Ibid.
51 Ibid.
52 Ibid, 1300.
53 Ibid.
even if the decisions are taken by a machine and not by a human being.\(^{56}\)

**b. Testing and Evaluating Algorithms**

Algorithms could be monitored through the black-box and white-box settings.\(^{57}\) The analyst has access to the source code in the White-box settings, but in Black-box settings, the analyst is limited to seeing only the system inputs and outputs, but not its internal function.\(^{58}\) Kroll believes that although these measures are inadequate, they go a long way in enhancing the technical solution.\(^{59}\)

**c. Legal Framework.**

The law on trade secrets is now increasingly used to protect the rights of algorithm inventors and programmers. Although the TRIPs Agreement\(^{60}\) makes provisions for the protection of undisclosed information,\(^{61}\) such protection must be subject to measures to "protect the public".\(^{62}\) To make algorithms more transparent, the government should always endeavour to force companies to disclose the secrecy behind their algorithm when the public interest requires it. Companies that do not properly use the data they store should be punished for lack of transparency where such data has been mined and used for other reasons.\(^{63}\)

The General Data Protection Regulation (GDPR)\(^{64}\) is specifically on data protection in Europe, and it requires that those who are into automated decision making and profiling can only do so if necessary for the entry of contracts or has been authorized by the EU or any Member state or the person profiled already consented.\(^{65}\) The data controller has the burden of providing "measures to safeguard the data subject’s rights and interests".\(^{66}\) Similarly, a data subject has the right to be forgotten, i.e., to have their data erased if they withdraw their consent; the data are no longer necessary, if the data has been unlawfully obtained, etc.\(^{67}\)

---

58 Ibid.
61 Ibid, art 39.
62 Ibid, art 39 (3).
64 EU General Data Protection Regulation [2016] OJL119/1.
65 Ibid, art 22.
66 Ibid, art 22(3).
But some have doubts whether the GDPR has finally addressed these concerns.  

3. Patent and Patentability

Intellectual property rights are a type of property that includes intangible creations of the human intellect and they confer a form of monopoly on the rights holders as an economic incentive for their creation. There are various types of intellectual property rights, but the most common are trademarks, copyrights, trade secrets, industrial design, and patents. This work will only discuss patents but will make reference to trade secrets as a form of protection granted to algorithms. According to the World Intellectual Property Organisation (WIPO), “a patent is an exclusive right granted for an invention, which is a product or a process that provides, in general, a new way of doing something, or offers a new technical solution to a problem”. This protection, lasting twenty years, can only be granted subject to the full disclosure of the technical information about the invention, otherwise called the sufficiency of disclosure or enablement. The essence of this sufficient disclosure is to give persons knowledgeable in the art of the invention the opportunity to work on that invention after the exclusivity period.

On the other hand, patentability refers to the requirements or substantive conditions an invention must meet before it could be protected under a patent. These requirements are that the invention must be a patentable subject matter, novel, non-obvious (as in the US or involve an inventive step as used in the EU), useful (as in the US or susceptible of industrial application as in EU law). In the context of patentability, computer programs and algorithms are either expressly excluded from protection or included for protection with some special conditions. Bearing this in mind, the article will examine how computer programs, business methods, and algorithms are protected or excluded from patentability. This article will do so

---

by looking at the laws in the US, EU, and Asia (specifically China and Indonesia).

a. Patentability of Computer Programs and Algorithms

Algorithms now constitute a large chunk of software patent applications in some jurisdictions. Before analysing the legal regime in some jurisdictions, it is essential to look at what the WIPO says about the patentability of computer software. Patenting software has taken numerous ways. Some countries award patents for all software, but many exclude computer programs. In many of these nations, computer programs are not patentable “as such,” allowing patent protection for computer programs with “technical character.” As a rationale for excluding software from patentability, it is often said that invention in this field involves cumulative, sequential development and re-use of others’ work. Another reason for the exclusion is that the need to preserve interoperability between programs, systems and network components does not fit with the patent system because the options available for subsequent inventors may be limited. Some argue that patenting computer software is vital to encourage investment in this field and stimulate innovation in other technological areas developing alongside computer technology.

Business methods have traditionally been in the public domain or under trade secret protection. Today, information technology enables new business models by processing and transferring technical, commercial, and financial data. Due to the enormous economic risks of novel business methods and the growth of e-commerce, the debate over patenting business methods continues. It is also important to note that the General Agreement on Trade-Related Aspects of Intellectual Property (TRIPs Agreement) does not exclude the patentability of algorithms, computer programs, or business methods.

74 Richard N Stern, “Analysis of US PTO Data Showing Number of Software and Non-Software Patents Issued Each Year From 1991 to 2011” http://docs.law.gwu.edu/facweb/claw/ch-8PD3.htm (accessed May 29, 2022), where the author says that the absolute number of software application increased as at 2011, to 125, 000 as against 25, 00 when the courts had not determined the patentability of algorithms. See also Doug Laney, “Algorithm Patents Increased 30x The Past Fifteen Years”, Gartner Blog Network (2016) https://blogs.gartner.com/doug-laney/patents-for-algorithms-have-increased-30x-the-past-fifteen-years/ (accessed May 29, 2022); where the writer observed that ‘nearly 17,000 patents applications in 2015 mention “algorithm” in the title or description, versus 570 in 2000’ in the US.
76 Ibid.
77 Ibid.
78 Ibid.
79 Ibid.
80 See article 27 (2 and 3), where the TRIPs Agreement allows Members to exclude only diagnostic, therapeutic and surgical methods for the treatment of humans or animals, plants and animals other than microorganisms, and essentially biological processes for the production of plants or animals other than non-
1) Patentability of Computer Programs in the EU

Under the EU patent law, computer programs and methods of doing business are expressly excluded from patent protection. Article 52 (2) of the European Patent Convention (EPC)\(^81\) provides that:

The following, in particular, shall not be regarded as inventions within the meaning of paragraph 1:
(a) discoveries, scientific theories and mathematical methods;
(b) aesthetic creations;
(c) schemes, rules and methods for performing mental acts, playing games or doing business, and programs for computers;
(d) presentations of information.

Even though computer programs, mathematical models, and algorithms are expressly excluded from patent protection, the 2022 Guidelines for Examination in the European Patent Office (EPO) gives an instance where such inventions could be protected. In other words, protection would be given to such invention if there is proof that it has “technical character”.\(^82\) The Claim by the Applicants in the case of Classification/BDGB Enterprise Software,\(^84\) was “[a] method for the computerized classification of an unclassified text document into one of a plurality of predefined classes based on a classification model obtained from the classification of a plurality of pre-classified text documents which respectively have been classified as belonging to one of said plurality of classes, said document and said documents respectively comprising a plurality of terms which respectively comprise one or more symbols of a finite set of symbols”.\(^85\) The Boards of Appeal of the EPO held that “a mathematical algorithm contributes to the technical character of a computer-implemented method only in so far as it serves a technical purpose” and that “[i]n the present case, the algorithm serves the general purpose of classifying text documents”.\(^86\) So, for an algorithm to be patentable under the EU Patent law, it must contribute to the technical character of a computer method.

---

\(^83\) Ibid.
\(^85\) Ibid, 2.
\(^86\) Ibid, 4.
Program, the Technical Board of Appeal (TBA) of the EPO refused a patent application in full because ‘it was directed to a computer program product’ without technical effect. This technical effect is a material effect or as

2) Patentability of Computer Programs in the USA

In 1972, the US Supreme Court held in the case of Gottschalk v Benson that a process claim involving a mathematical algorithm, as such, was not eligible for patent protection because “the patent would wholly pre-empt the mathematical formula and in practical effect would be a patent on the algorithm itself.” The law governing patents in the US Code Title 35 - Patents includes a “new and useful process” as an invention eligible for patent protection. It provides that “[w]hoever invents or discovers any new and useful process, machine, manufacture, or composition of matter, or any new and useful improvement thereof, may obtain a patent therefor, subject to the conditions and requirements of this title”. The court established two steps that must be followed to determine if such inventions would qualify for protection – 1) the court must evaluate if the examined patent claim comprises an abstract idea, such as an algorithm, method of calculation, or other general principles and 2) the court would assess if the patent added “something extra” to the idea that constitutes an “inventive concept.” To this extent, the court ruled that the electronic escrow service involved abstract ideas and was ineligible for protection. This ruling followed the previous Supreme Court decision in State Street Bank and Trust Company v Signature Financial Group, Inc, where the court observed that for an algorithm to be eligible for a patent, the said algorithm must produce “a useful, concrete and tangible result.”

3) Patentability of Computer Programs in Asia.

In this subheading, this article will be looking at two Asian countries – China and Indonesia. The Patent Law of the People’s Republic of China is the main patent

87 Gottschalk v Benson, 409 US 63 (United States Supreme Court 1972).
88 Ibid, 72.
90 Alice Corp v CLS Bank International, 573 US 208 (United States Supreme Court 2014).
91 Ibid, 2355.
92 Ibid.
94 The Patent Law of the People's Republic of China (Adopted at the Fourth Meeting of the Standing Committee of the Sixth National People's Congress on March 12, 1984, and amended in accordance with the Decision
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law in China and it defines invention as “inventions, utility models and designs”. It excludes the following inventions from protection: 1. Scientific discoveries; 2. Rules and methods for mental activities; 3. Methods for the diagnosis or treatment of diseases; 4. Animal and plant varieties; 5. Substances obtained by means of nuclear transformation.

The law does not define what rules and methods for mental activities entail, but the amendment of the People’s Republic of China’s Guidelines for Patent Examination, which became effective on January 15, 2021, explains what could form part of these rules and methods. Under the Guidelines, when drafting claims for patent applications containing algorithms, each step of the algorithm must be “closely related” to the technical issue to be solved. Simply put, it relates to the following four correlation levels:

a. The data processed by the algorithm must have a specific technical meaning instead of being an abstract data concept; and
b. The processing should reflect that the data is processed in accordance with the laws of nature;
c. The output data of the processing by the algorithm must have specific technical meaning rather than being an abstract data concept; and
d. The execution of the algorithm can solve a certain technical problem and achieve corresponding technical effects.

From the preceding, it is clear that a direct method for determining whether a solution containing algorithm features is a technical solution as defined by patent law is to examine whether the algorithm steps in the technical solution are closely tied to specific technologies.

In Indonesia, Law No 13 Year 2016 guides patent protection. It defines an invention as “an idea of an inventor embodied into a specific problem-solving activity in the field of technology in the form of product or process or refining and developing product or process”. The law excludes the following inventions from protection:

a. esthetical creation;
b. scheme;
c. rules and methods in conducting activity of:
   1. involving mental activity;
   2. games; and
   3. business.
d. rules and methods containing only computer programs;


Ibid, art 2.
Ibid, art 25.
Ibid.
The Law of the Republic of Indonesia, Number 13 of 2016 on patent, art 1(2).
e. presentation of information; and
f. discovery in the form of:
   1. new use of existing and/or known product; and/or
   2. new forms from an existing compound which does not generate significantly enhanced efficacy and contains different relevant known chemical structures to compound.  

The above expressly excludes patent protection for methods of doing business and methods containing computer programs only, but if the computer program involves a character that has technical effect and function to remedy an intangible or tangible issue, the invention is patentable.


At the core of patent protection is the requirement for the applicant to sufficiently disclose the technical aspect and the literal description of the invention so that a person skilled in that field of the invention could repeat the invention after the patent period must have expired.  

By this principle, patents are granted in exchange for disclosing the innovation (rather than keeping the information private, as with trade secrets) as quid pro quo.  

Regarding patents for computer programs and algorithms, a question could be asked on how sufficient disclosure of the invention’s technical aspect could help address the algorithm opacity issue. Each jurisdiction has its requirements for sufficient disclosure. Article 83 of the EPC defines the sufficiency of disclosure requirements. It provides that “the European patent application shall disclose the invention in a manner sufficiently clear and complete for it to be carried out by a person skilled in the art” and that “the claims shall define the matter for which protection is sought. They shall be clear and concise and be supported by the description”.  

In Äquivalenter Aortendruck/ARC SEIBERSDORF, the EPO Board of Appeals rejected a patent application based on machine learning that claimed an “artificial neural network” since the patent specification did not sufficiently disclose how the artificial neural network was created.  

Similarly, the US Patent Act provides sufficient disclosure as a formal require-

---

100 Ibid, art 4.
103 European Patent Convention (n 81).
104 Ibid, art 84.
ment during patent application. It requires that an application should be accompanied by “a written description of the invention, and of the manner and process of making and using it, in such full, clear, concise, and exact terms as to enable any person skilled in the art to which it pertains, or with which it is most nearly connected, to make and use the same, and shall set forth the best mode contemplated by the inventor or joint inventor of carrying out the invention”.106 Three elements have been read into this provision107 to include written description, enablement (this is to enable a person skilled in the art, for instance, a “computer engineer or computer programmer, to make or use the related software-related invention without undue experimentation”,108 and best mode. In Vasudevan Software, Inc v MicroStrategy, Inc109, the question was raised on whether sufficient written description was made. “The patents-in-suit are directed to different features of an online analytical processing (“OLAP”) cube capable of collecting and processing “live” data from multiple incompatible databases”.110 The court observed that the test for the sufficiency of the written description “is whether the disclosure of the application relied upon reasonably conveys to those skilled in the art that the inventor had possession of the claimed subject matter as of the filing date”111 and this “requirement is not met if the specification merely describes a “desired result””.112 Also, in the Trustees of Boston University v Everlight Electronics Co, Ltd,113 the test for enablement was reaffirmed thus: “[t]o be enabling, the specification of a patent must teach those skilled in the art how to make and use the full scope of the claimed invention without ‘undue experimentation’”. In other words, the question is whether the invention’s specification teaches a person skilled in the art, as of the effective filing date of the patent, how to manufacture such a device without undue experimentation.114

The same sufficiency of disclosure is also at the core of patent grants in Indonesia. As part of the application for a patent, apart from the full details of the inventor or applicant,115 the application

106 United States Code Title 35 – Patents, section 112.
110 Ibid, 4.
111 Ibid, 18.
112 Ibid; Ariad Pharm, Inc v Eli Lilly & Co, 598 F.3d 1336, 1351 (United States Federal Cir 2010).
113 Trustees of Boston University v Everlight Electronics Co, Ltd 896 F.3d 1357, 1364 (United States Federal Cir 2018), 8 – 9.
114 Ibid, 12.
115 The Law of the Republic of Indonesia, Number 13 of 2016 on patent, art 25 (1).
must be accompanied by the full details of the invention.\textsuperscript{116} The essence of this full disclosure is to “clearly and completely describe how an Invention may be implemented by a person skilled in the art”.\textsuperscript{117} This is also the situation in China where the following must be submitted for patent grant – “written request, a specification and an abstract thereof, and a patent claim”.\textsuperscript{118} The meanings of these three requirements are given by the Chinese Patent Law in the following wordings:

The specification shall describe the invention or utility model in a manner sufficiently clear and complete that a person skilled in the relevant field of technology can accurately produce it; where necessary, drawings shall be appended. The abstract shall describe briefly the technical essentials of the invention or utility model. The patent claim shall, on the basis of the specification, state the scope of the patent protection requested.\textsuperscript{119}

The requirement for sufficient disclosure, even though it is to enable a person skilled in the art of the invention to repeat the invention after the patent period must have expired, also has the advantage of disclosing how an invention functions. Regarding algorithms, the requirement discloses, both to the public and government, the technical aspects of how an algorithm receives, processes, and stores private information and how it aids in decision making. In other words, the more patent is granted to algorithms and computer programs, the more these inventions are made more transparent. This is unlike trade secret that operates to hide such details, and unfortunately, trade secrets are highly used by firms wishing to protect their algorithm.\textsuperscript{120} According to Katarina Foss-Solbrekk, this results in less overall algorithmic transparency, as trade secrets are unregistered rights, and any information regarding the algorithm itself, how it operates, or the personal data on which its findings are based may be kept on trade secret grounds. Therefore, trade secret law obscures access to the algorithm and explanations underlying automated decisions, diminishing the system’s overall transparency.\textsuperscript{121}

D. Closing

Algorithm no doubt makes life easier and impacts life positively but could be misused to produce bias and discriminatory results or breach privacy rights. When such results are produced, because an algorithm itself is shrouded

\textsuperscript{116} Ibid, art 25(2).
\textsuperscript{117} Ibid, art 25 (3).
\textsuperscript{118} The Patent Law of the People’s Republic of China (n 94), art 26 (para 1).
\textsuperscript{119} Ibid, art 26 (para 3).
\textsuperscript{121} Ibid, 258.
in secrecy and encoded, it is almost impossible to know what happened unless by someone with prior knowledge of how the said algorithm functions. In conclusion, patent protection for algorithms and computer programs will increase algorithmic transparency. This is primarily through the sufficiency disclosure requirement of an invention before being granted a patent; this requires that a patent application discloses all the information about the invention. The stringent conditions for patent grants in the EU, US, and Asian countries examined in this article should be removed to increase the patentability of many AI systems and their algorithms. In the EU, for instance, an algorithm is expressly excluded from patent protection unless it has a “technical character” or produces technical effects. On the other hand, in the US, it must produce “a useful, concrete and tangible result” to qualify for protection. Again, the protection of AI systems and their algorithms under trade secrets or undisclosed information should be discouraged in favour of patent protection. Solutions through patent protection should be allowed for all AI systems and their algorithms if humanity is to avoid the risk of remaining pawns and puppets in the hands of hidden algorithms.
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